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Abstract 

In attempts to examine the mapped spaces of a literary narrative, various quantitative 

approaches have been deployed to extract data from texts to graphs, maps, and trees. Though 

the existing methods offer invaluable insights, they undertake a rather different project than 

that of literary scholars who seek to examine privileged or unprivileged representations of 

certain spaces. This study aims to propose a computerized method to examine how matters of 

space and spatiality are addressed in literary writings. As the primary source of data, the study 

will focus on Viet Thanh Nguyen’s The Sympathizer (2015), which explores the lives of 

Vietnamese diaspora in two geographical locations, Vietnam, and America. To examine the 

portrayed spatial relations, that is which country is privileged over the other, and to find out 

the underlying opinion about the two places, this study performs topic modelling with Latent 

Dirichlet Allocation (LDA) and Latent Semantic Analysis (LSA) by using TextBlob. In 

addition, Python is used as the analytical tool for this project as it supports two LDA 

algorithms: Gensim and Mallet. To overcome the limitation that the performance of the model 

relies on the available libraries in Python, the study employs machine learning approach. 

Even though the results indicated that both geographical spaces are portrayed slightly 

positively, America achieves a higher polarity score than Vietnam and hence seems to be the 

favored space in the novel. This study can assist literary scholars in analyzing spatial relations 

more accurately in large volumes of works. 
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Introduction 

Advancements in artificial intelligence and the emergence of big data technologies have 

transformed data mining research in various disciplines (Abdelrahman & Keikhosrokiani, 

2020; Keikhosrokiani, 2019, 2020). The rapid developments in information technology and 

data sciences have revolutionized the traditional methods of text analysis. Manual analysis of 

textual information has always been a subjective and laborious work, and hence open to 

critical controversy. In other words, affixing emotional and personal values to the findings and 

the difficulty in producing consistent results in larger amount of information are the two major 

problems of manual text analyses. The advent of real life applications that combine data 

mining, web mining and text mining techniques has rendered the study of opinions embedded 

in large volumes of text much easier and more accurate (Khan et al., 2014). Automated text 

mining and summarization systems have helped to avoid subjective biases and overcome 

human limitations (Lum, 2017). In particular, text mining techniques like sentiment analysis 

have recently been used in literary studies to extract sentiments from texts automatically 

(Mohammad, 2016; Nalisnick & Baird, 2013; Roque, 2012; Schmidt et al., 2020; Ying et al., 

2021). Despite the growing attempts, certain types of textual analyses such as the examination 

of literary geography have remained underresearched.  

To examine the literary geography or the mapped spaces of a text, various quantitative 

approaches have been deployed to extract data from texts to graphs, maps, and trees (Pourya 

Asl, 2020; Van der Bergh, 2013). Some have used geographical information system (GIS) to 

chart a work’s “character or plot trajectories along the physical topography of a given region” 

(Queiroz & Alves, 2015; Tally Jr, 2017). Though these methods offer invaluable insights, they 

undertake a rather different project than that of literary scholars examining the privileged or 

unprivileged representations of certain spaces. 

Throughout the history, fictional writings have been used to creatively record power-ful 

and haunting visions of socio-political events. Realistic fictional works about political 

realities, conflicts, wars, and revolutions are often presented in actual geo-graphical places, 

thus elevating space and spatial relations to primary status. Matters of space, place, and 

mapping have indeed come to the forefront of critical discussions of literature and culture in 

the new millennium (Pourya Asl, 2019 & 2020; Tally Jr, 2017).  

Globalization and the massive increase in mobile populations and border-crossings have 

redrawn the traditional geographical boundaries and have “helped to push space and spatiality 

into the foreground” (Tally Jr, 2017). Within the contemporary context of global mobility, 

diasporic literature as a disciplinary field of study has become more engaged with 

geographically based questions such as the relation of a diasporic writer or a text to its 

homeland and hostland (Asl, 2018 & 2019). In diasporic literary criticism, spatial 

representation has become a principal criterion for critical evaluation of a given text. Certain 

diasporic writers from the East are accused of disavowed participation in the production of 

favored knowledge for Western audiences by representing their country of birth as an 
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undesired dystopian world while depicting the West as an emancipatory and utopian one (Asl, 

2020). Much of such criticism, however, not only is highly prone to the critics’ biased views 

but also is based on manual data collection and textual analysis, hence the controversy over 

the accuracy of the data and credibility of the findings.  

This study seeks to propose a computerized method to examine how matters of space and 

spatiality are addressed in literary writings. Viet Thanh Nguyen’s The Sympathizer (2015) is 

used as the primary source of data. The text depicts the horrors and absurdity of the Vietnam 

War on Vietnamese people both at home and abroad. It is a layered diasporic tale that is 

narrated in the wry confessional voice of a “man with two minds” and two spaces, Vietnam as 

his country of birth and America as the host country (Hadi & Asl, 2021).  

To examine the existing spatial relations, i.e. which country is privileged over the other, 

this study seeks to perform topic modelling and sentiment analysis. The study aims at 

studying how sentiment analysis can be used in textual reviews and extracting orientations in 

the e-book of the novel; and to demonstrate how the information can be used for trend 

detection and knowledge discovery. Therefore, it seeks to find out underlying opinion in the 

depiction of the two geo-graphical places. To achieve this goal, two models will be 

conducted: (1) topic modelling with LDA and (2) sentiment analysis by using TextBlob. LDA 

will be used to separate the whole text into two parts: one representing America and the other 

representing Vietnam. Sentiment analysis will be performed to find out which geographical 

locations are portrayed positively or negatively.  

The lexicon resource needed for performing sentiment analysis used in this project is 

TextBlob. It stands on the giant shoulders of Natural Language Toolkit (NLTK) and pattern, 

and functions well with both of them. It consists of many features such as noun phrase 

extraction, part-of-speech tagging, sentiment analysis, classification by using Naïve Bayes or 

Decision Tree, Language translation and detection supported by Google Translate, 

Tokenization (splitting text into words and sentences), word and phrase frequencies, parsing, 

N-grams, Word inflection (pluralization and singularization) and lemmatization, spelling 

correction, add new models or language through extensions, and WordNet integration. And 

finally, Python will be used as the analytical tool for this project as it supports two LDA 

algorithms: Gensim and Mallet. It is hoped that the produced model benefits literary analysts 

and academics who are interested in analyzing long textual data. 

Methodology 

This section covers the details of the methodologies that are being used to address the 

following question. The question engages in a form of literary cartography by which the 

diasporic writer maps the real spaces of the two countries of America and Vietnam in his 

novel The Sympathizer. The second question is focused on determining whether topic 

modelling and sentiment analysis present value to text analysis–a traditional approach used by 

literary scholars in both its current and future form. This section will provide a detailed 
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explanation about every technique and tool used in this study from data collection, data pre-

processing, data exploratory and also the final analysis. Besides, data science project life 

cycle is shown in this section. 

A.Data Science Process: OSMEN Framework 

A data science framework called Obtain, Scrub, Explore, Model, Interpret (OSEMN) (Kumari 

et al., 2020), that covers every step of the data science project life cycle from end to end is 

applied in this project. OSEMN process is considered as a taxonomy of tasks that can be used 

as a blueprint for any data science problems especially problems that can be solved by using 

machine learning algorithms. The pipeline of OSEMN includes: (1) O – Obtain data; (2) S – 

Scrub data; (3) E – Explore data to find relevant patterns and trends; (4) M – Model data; and 

(5) N -  iNterpret data. 

B.Data Science Project Life Cycle 

This section mainly discusses the proposed data science lifecycle applied in this study. Thus, a 

proposed data science lifecycle with 5 main phases is designed as illustrated in Figure  

 

Obtain Data 

The first stage of a data science project is very straightforward: collect and obtain the data 

required for this project. The data used in this project is a novel titled The Sympathizer (2015) 

by Viet Thanh Nguyen. It is one of the best-selling novels that won the 2016 Pulitzer Prize for 

Fiction. The Sympathizer is a historical spy novel that consists of twenty-three chapters. The 

central theme of this novel is about the dual identity of an unnamed half-French, half-

Vietnamese narrator, as a mole and immigrant, and the Americanization of the Vietnam War in 

international literature. It is interesting to understand how the writer represents the narrator’s 

country of birth (Vietnam) and the adopted homeland (America). The data, i.e. the novel in 

PDF format, used here is an example of unstructured data. 

It is necessary to know how to automatically obtain the data rather than the manual processes 

of data collection. The example of manual processes for this task is pointing and clicking with 

a mouse and then copy and pasting the whole text from the document. In this work, scripting 

using Python is suggested as scripting languages like Python can make data retrieval a lot 

easier. To read the data directly into the data science programs by using Python, specific 

packages and coding are used. 
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Figure 1. The proposed Data Science Lifecycle 

Scrub Data 

The main task in the second stage is to clean and filter the data from errors, miss-ing values, 

irrelevant records, and so on. However, cleaning the data means to throw away, replace, 

and/or fill missing values/errors if necessary. The skills required in this stage is the scripting 

language of Python. After checking the text file, the symbol of ‘\x0c’ or ‘\f’ which is a symbol 

of form feed are detected. The function of the symbol is forcing a printer to move to the next 

sheet of paper. This might be a problem when separating the whole text either into paragraphs 

or sentences. The total number of the paragraph in the novel is 977 paragraphs. The whole 

text is then split by sentences and extra spaces before every sentence stored into a data frame 

are removed. The total number of sentences in this novel is 7967. 

Justification on Text Clustering by using LDA 

The faster way to find how America and Vietnam are represented in the book is to separate the 

whole data into two parts: America and Vietnam and then perform sentiment analysis for both 

parts of America and Vietnam. The first task focuses on discussing how to split the whole text 

into each part. Supervised learning, semi-supervised learning and unsupervised learning are 
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the main categories of machine learning. However, this study will select one of the 

unsupervised learning algorithms to perform the text clustering, details of which were 

explained earlier. Topic modelling is unsupervised learning that helps to analyze large 

volumes of text data by clustering the documents into groups. It is a type of learning that 

makes extracting previously unknown patterns or information in data set without any target 

labels. Latent Dirichlet Allocation or LDA is chosen as it is one of the most popular 

probabilistic topic modelling techniques in machine learning started in 2003 (Keikhosrokiani, 

2020; Wei & Croft, 2006). However, they also mentioned the feasibility and effectiveness of 

LDA in information retrieval is mainly unsure. In short, unsupervised learning will never be 

the best choice if a huge training data is provided. The accuracy and effectiveness of the 

model cannot be known unless the whole text is being manually labeled and then compared 

with the label that the model provided. The first requirement is to pick the number of topics 

before building the LDA model. In this case, the number of topics will be set at 2 as the data 

source is mainly related to Vietnam and America. Each sentence in the novel is represented as 

a distribution over topics. The last assumption of LDA is each topic is represented as a 

distribution over a group of words (keywords).  

Explore Data of LDA 

In the exploration phase, the goal is to understand the patterns and values in the data. It is 

useful to build an intuition for the form of data to get ideas for data transforms and predictive 

models to use in the model data step. Before creating the classification model, the details of 

the data are being checked. After checking, there is no missing value and then proceed to the 

model data step. The sentences are dropped when it only consists of one word. However, there 

are no sentences that consist of only one word in this dataset after checking the number of 

rows of the data frame. 

Before conducting LDA in Python, it is necessary to install some packages in command 

prompt. The stopwords from NLTK and spacy’s en_core_web_sm model for text pre-

processing. The spacy model will be used for lemmatization – a step that converts a word to 

its root word. It is necessary to import packages for LDA before start to build the model. The 

purpose to import the packages is mainly for data handling, visualization and record the time 

to build a model. 

Data pre-processing step is a necessary step before building any models. It is a process 

that transforms the data to the language that a machine or computer can understand. The main 

task of the pre-processing step in text mining is to remove irrelevant data. In natural language 

processing, irrelevant data can be referred to as stop words. Stop words are the words that are 

the most commonly exist in a language but it does not bring important significance to Search 

Queries. The existing of those words in the model might run up the memory space of the 

machine or take up the processing time. The new line characters, extra space and single 

quotes in the dataset are being removed. The stop words will be also removed for Model 1.  
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The sentences are tokenized into list of words, dropping punctuations and non-relevant 

characters by using Gensim’s simple_preprocess. The command of deacc=True is applied to 

remove the punctuation in the sentences. N-grams are n number of words frequently occurring 

together in the text. It is possible to build and implement the bigrams, trigrams, and n-grams 

in Gensim’s Phrases model by setting suitable min_count and threshold arguments. The lower 

the values of these parameters, the easier it is for words to be combined to N-grams. After 

building bigrams and trigrams models, it is time to remove stop words, make n-grams and 

lemmatization to keep only proper nouns and adjectives. The main purpose to apply LDA in 

this project is to separate the whole text in the novel into two parts: America and Vietnam. 

Thus, the keywords generated by the model must be easier to determine whether the part is 

belonging to America or Vietnam. For example, the word ‘American’ might be one of the 

keywords that is used to represent the part of America in the novel. ‘American’ can be 

labelled either as a proper noun or adjective in the English language and this is the main 

purpose to include only proper noun and adjective in this model. 

The last step before building an LDA model is to create the dictionary and corpus. 

Gensim will generate a unique id for each word in the text. For example, the word ‘able’ 

occurs once in the first sentence. Then, the produced corpus is displayed as (0, 1) where the 

word id of ‘able’ is 0 and the number 1 shows that it occurs only one time in the first 

sentence. 

Model Data and Interpret Results of LDA 

In addition to the corpus and dictionary, it is necessary to set the number of topics. In this 

case, the number of topics is set to 2. Topic models with LDA using Gensim is built. 

Clustering methods do not need any training data to group or cluster the observations that 

have similar characteristics because they let algorithm to define the output based on its theory. 

The time taken used to build the model, keywords and its weightage, perplexity score, 

coherence score, and an intertopic distance map will be the methods used to interpret the 

results of LDA with Gensim. The results of this model are interpreted.  

Gensim provides a wrapper to enable Mallet’s LDA to be implemented within Gensim 

itself. Thus, the coherence score of LDA Mallet model can be computed and then compare 

with the coherence score of LDA with Gensim. The algorithm with the best coherence score 

will be selected. After choosing the best model, it is able to assign and tag each statement 

with its most relevant topic number. 0 is label for America part while 1 is label for Vietnam 

part. Before performing the second task in this project, it is necessary to export the America 

and Vietnam part into text file respectively. America and Vietnam part are exported into a text 

file respectively. 

Justification on Sentiment Analysis by using Textblob 

The second task is mainly about how to perform sentiment analysis for both America and 

Vietnam part. Before performing the sentiment analysis, it is necessary to choose a suitable 
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approach for this dataset. Sentiment analysis can be grouped into three common approaches: 

Lexicon-based approach, Learn-based approach, and Hybrid approach. In this study, Lexicon-

based approach is selected as it is an unsupervised learning, and it does not require any 

labelled data. Lexicon-based approach can be divided into three common types: dictionary-

based approach, corpus-based approach, and manual approach. Manual approach is not 

logical to apply in this study as it is a very time-consuming method. Manual approach cannot 

be applied alone because it is usually combined with dictionary-based and corpus-based 

approach in order to prevent the mistakes that appear when performing sentiment analysis by 

using only dictionary-based or corpus-based approach alone. In this study, dictionary-based 

approach is used because it is the most effective methods among the three. 

Dictionary-based method is a method that depends on searching opinion seed words 

before looks for the dictionary of their synonyms and antonyms that required for polarity 

detection in sentiment analysis tasks. This method can use existing dictionaries such as 

SentiWordNet or Textblob. However, different dictionaries contain different words and have 

their own rules to set the polarity of the words. In this project, the Textblob dictionary will be 

selected because the accuracy is normally higher than the other dictionaries. The performance 

of VADER is also quite high but it is a lexicon and rule-based sentiment analysis tool special 

design to deal with social media texts, movie reviews, and product reviews. VADER always 

works well on social media type text. Besides, it also supports emoji for sentiment 

classification. However, the text in this study is not social media texts or domain specific/ 

noisy text but a well-written text. Therefore, TextBlob is used as it performs well across 

domains such as movie, healthcare, and political. 

Explore and Model Data of SA 

The text file for the America part is imported. The number of sentences for the America part 

and Vietnam part are 6 343 and 1 625 respectively. The data is then stored in a data frame. 

Some packages were required to install in Command Prompt and Python notebook 3 before 

starting to perform sentiment analysis by using TextBlob. 

In the data pre-processing step, the text type is changed to string before dropping any 

non-relevant data. After that, the text is changed to lowercase. Punctuation and stop words 

also removed before calculating the polarity for the sentences. Lemmatization and Stemming 

is not considered in this case because it is not necessary to be used especially for the well 

written text as suggested by Ganesan (2019). The polarity score is being calculated and 

recorded in the same data frame. 

Interpret Results of SA 

The mean of the polarity score will be computed in order to identify whether the spatial 

representation of America and Vietnam in the novel is positive or negative. A bar chart will be 

used to show the number of sentiment types for each space. Word cloud will be used to depict 
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keyword for the sentences with polarity score either equals to 1.0 or -1.0. Then the result for 

sentiment analysis is interpreted. 

Interpret Final Results 

Interpreting models and data is the final and most crucial step of a data science project. 

Interpreting results normally refers to presentation of data and delivering the results in order 

to answer the client’s questions, together with the actionable insights gained from data science 

process. The key skills to have in this process is beyond technical skills, data scientist should 

know the way to present findings in a way that can answer clients’ questions. Some basic 

technical skills needed might be included visualization tools like Matplotlib for Python. Soft 

skills like presenting and communication skills, paired with a flair for reporting and writing 

skills are also the skills that cannot be ignored in this stage. 

Findings  

A.Introduction 

In this section, the results of the study are presented and discussed with reference to the aim 

of the study, which was to find how America and Vietnam are represented in Nguyen’s The 

Sympathizer. The sub-aim of this project is to show how opinion mining presents value to text 

analysis – a traditional approach used by literary scholars in current form and its limitations. 

The results of the first objective will be presented first, followed by the limitations of the 

selected technique. 

B.Results of Topic Modelling by LDA 

As described earlier, there are two LDA algorithms that are used to build the model and the 

ones with the best coherence score will be chosen. The results of the algorithms are presented 

in Table 1.   

Table 1. Results for LDA Model: Gensim Vs. Mallet 

Performance Gensim with LDA Mallet with LDA 

 to taken Time

model build 
seconds 11.78 seconds 34.78 

Score Perplexity 7.215- - 

Score Coherence 0.6601 0.7027 

Keywords 

Vietnam: 

 great, bad, first, dead, many, little, last, white, general,

 major, high, ,true open, ,Vietnamese long, right, black,

dark close, red, 

America: 

 next, old, young, least, much, ,American good,

 new, free, important, small, poor, well, enough,

entire hot, ready, human, real, revolutionary, 

Vietnam: 

 long, great, black, dead, white,

 open, major, ,Vietnamese young,

small 

America: 

 bad, ,American good, general,

 free, important, high, poor,

innocent Chinese, 
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The time taken to build the model of LDA with Gensim and Mallet is 11.78 seconds and 

34.78 seconds respectively. However, the time taken is not the most important criteria needed 

to be considered here. The model with the higher coherence score and the higher weightage of 

the particular keywords that can be used to represent Vietnam and America will be selected. 

Perplexity score is not considered in this study because it may not correlate to human 

judgment. In addition, the perplexity function is not implemented for the Mallet wrapper so 

the perplexity score for LDA with Mallet is not given in Table I.  

Topic coherence gives a convenient measure in order to judge how good a given topic 

model is. It will be very problematic to set the optimal number of topics with-out going into 

the content. Many LDA models, with different numbers of topics, should be built and the ones 

with the highest coherence score will be chosen. Choosing too much value in the number of 

topics always leads to more detailed sub-themes, however, some keywords might be repeated 

again and again. In this task, the number of the topic is fixed to 2 as the writer mainly 

describe two countries: Ameri-ca and Vietnam in the novel. Therefore, the algorithm of LDA 

with Mallet is select-ed as it achieves a higher coherence score and the weightage of the 

keywords ‘Vietnamese’ and ‘America’ for Mallet are also higher than Gensim. Each topic 

built by the LDA model is a combination of keywords and each keyword contributes a certain 

weightage to the topic. The weightage represents the importance of the keyword to that 

particular topic. The weightage of the keywords is provided in Table 2. 

Table 1. Keywords With Weightage: Gensim Vs. Mallet 

Model 
weightage with Keywords 

Vietnam America 

 with LDA

Gensim 

 last: 0.020; white: 0.025; general:

 dead: 0.017; many: 0.017; little: 0.018;

0.016; 

 0.013; great: 0.013; bad: 0.014; first:

0.010, long: 0.012; right: 0.012, black: 

0.008; open: ;0.009 Vietnamese: 

 0.007; major: 0.008; high: 0.008; true:

0.006 dark: 0.006; close: 0.007; red: 

;0.018 American: 0.031; good: 

0.014; least: 0.015; much: 

 0.010; enough: 0.010; next: 0.011; old: 0.011; young:

 0.008; important: 0.008; small: 0.008; poor: 0.009; well:

0.007; free: 

0.007; revolutionary: 0007; new: 

0.006; human: 0.006; l:rea 

0.006 entire: 0.006; hot: 0.006; ready: 

 with LDA

Mallet 

 black: 0.022; dead: 0.032; white:

 0.017; long: 0.018; great: 0.018;

0.016; young: 

0.013; major: ;0.016 Vietnamese: 

0.012 small: 0.013; open: 

0.044; good: 0.045; general: 

0.020; bad: ;0.027 American: 

0.011; high: 0.013; poor: 

0.010; free: 0.011; important: 

0.008 innocent: 0.009; Chinese: 
 

After choosing the model with a higher coherence score and higher weightage for 

particular keywords, the next step is to examine the produced topics and the associated 

keywords by using pyLDAvis library. The package of pyLDAvis is designed to help users 

interpret topics found by the algorithm easily. It extracts information from the resulting LDA 

model – LDA Mallet model to provide interactive visualization. It is the best way to illustrate 

the distribution of topics – keywords in jupyter notebook. The pyLDAvis’s output of the LDA 

Mallet model is given in Figure 2.  
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Each bubble displayed on the left-hand side plot represents a topic. The bigger the bubble, 

the more widespread is the topic in the document. Thus, a good topic model will have fairly 

big and non-overlapping bubbles decentralized throughout the chart instead of being clustered 

in one region of the chart. A model with too many topics will have a higher possibility to have 

many overlaps, small-sized bubbles that clustered in one quadrant of the chart. With prior 

knowledge, the number of topics is fixed to 2 so the best model can be found easily. The 

keywords ‘American’ and ‘Vietnamese’ are the forth and eleventh most salient terms in the 

document. 

The most salient terms for the different topics can be viewed by clicking the particular 

bubbles. The words and bars on the right-hand side will update after any of the bubbles in the 

diagram is selected. The most relevant words for Topic 1 (Ameri-ca) and Topic 2 (Vietnam) 

is given in Figure 3 and 4 respectively. In Topic 1 (America), the keyword of ‘American’ is 

the third most relevant word in the topic. The estimated term frequency of ‘American’ within 

the selected topic also quite high. In Topic 2 (Vietnam), the keyword of ‘Vietnamese’ is the 

seventh most relevant word in the topic. The estimated term frequency of ‘Vietnamese’ within 

Vietnam’s topic also very high. Therefore, the model built by using LDA Mallet model can be 

considered as a good model as it successfully separates the terms of ‘American’ and 

‘Vietnamese’ in the document. The Intertopic Distance Map of LDA Genism model and the 

details of LDA Gensim model are shown in Figure 2. 

 

 

Figure 1. Intertopic Distance Map of LDA Mallet model 
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Figure 2. Top 30 most relevant terms for Topic 1 (America) in LDA Mallet model 

 

 

Figure 3. Top 30 most relevant terms for Topic 2 (Vietnam) in LDA Mallet model 
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C. Limitation of LDA 

LDA is an unsupervised learning model able to find underlying topics in unlabeled data. It is 

able to perform text clustering when there is no training data given. However, the “parts” 

separated by the unsupervised learning model may not match the true parts in the data. Topic 

coherence score is a good approach to compare the different topic models based on their 

human-interpretability. Table 3 shows some relevant spatial keywords to evaluate the LDA 

Mallet model. LDA Mallet model success to separate the part with most of the keywords that 

represent for America from the whole text. However, LDA Mallet model did not perform well 

when separate the Vietnam part with the keywords of Vietnam. 

Table 2. Human Judgment Vs. LDA Mallet Model 

ywordsKe 
keywords) of (number Topic 

Vietnam America 

Vietnam 

Vietnam 11 15* 

Vietnamese 59* 18 

Saigon 28 53* 

America 

USA 2 6* 

States United 0 4* 

States 0 11* 

America 17 55* 

American 35 147* 

Americans 26 58* 

Washington 0 3* 
 

POS or Part-of-speech tagging is the process of marking up a word in a corpus to a 

corresponding part of a speech tag, based on its context and definition. In this case, the spaCy 

POS Tagging did not tag the word ‘Vietnam’ and ‘Saigon’ as proper nouns in singular form 

(NNS) but tag them as noun (NN). However, the spaCy library is chosen because it is the 

fastest NLP framework and easy to learn and use. The library of spaCy uses the latest and best 

algorithms so it performs bet-ter than NLTK in word tokenization and POS-tagging task. The 

POS tagging problem might be one of the reasons that the LDA Mallet model do not separate 

the Vietnam part well. Another reason is some of the sentences in the text contains both 

America and Vietnam keywords. The example is given in the next page: 

“The young Vietnamese who are enamored of America hold the key to South 

Vietnam’s freedom.” 

D. Sizing of Graphics 

As described earlier, the library of TextBlob is used to perform the sentiment analysis. 

TextBlob is a python library that offers a simple API to access its methods in order to perform 

some basic NLP tasks. It goes along finding words and phrases before assigning polarity to 

them. It will average the polarity of them all together for longer text. The polarity of TextBlob 

is a float value within the range from -1 to 1 where 0 indicates neutral, 1 indicates a very 

positive sentiment and -1 indicates a very negative sentiment. The result of sentiment analysis 
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for both America and Vietnam part are concluded in Table IV. Types of sentiment in America 

and Vietnam part are given in Figure 5 and 6. 

Table 3. SA Results for America and Vietnam Part 

Topic score Polarity 
sentences) of (number sentiment of Types 

sentences of number Total 
Positive Neutral Negative 

America 0.0414 (28.9%) 834 1 (55.5%) 519 3 (15.6%) 990 343 6 

Vietnam 0.0304 (40.9%) 665 (27.2%) 441 (31.9%) 519 625 1 

 

 

Figure 4. Types of sentiment in America part 

The total number of sentences for the part of America and Vietnam are 6 343 and 1 625 

respectively. It looks logical as the number of the keywords for America is higher than the 

number of keywords for Vietnam. The polarity score for America and Vietnam part are 

0.0414 and 0.0304 respectively. Both of them show slightly positively in the novel but 

America is more positive than Vietnam. Based on the result given, most of the sentiments in 

America part are neutral at 55.5%. The rest of sentiments are positive and negative sentiments 

at 28.9% and 15.3% respectively. In part of Vietnam, most of the sentiments are positive at 

40.9%, followed by negative sentiments at 31.9% and neutral sentiments at 27.2 %. 

 

Figure 5. Types of sentiment in Vietnam part 
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In order to know the positive and negative words used to describe both places, word cloud 

is used to depict keyword for the sentences with polarity score equal to 1 and -1. In the word 

cloud, only the adjectives and adverbs will be displayed as Text-Blob only assign polarity to 

adjectives and adverbs. The wordcloud of positive sentiment and negative sentiment for 

America part is shown in Figure 7 and Figure 8. Figure 9 and Figure 10 show the wordcloud 

of positive sentiment and negative sentiment for Vietnam part. 

 

Figure 6. Keywords of positive sentiment in America part 

 

Figure 7. Keywords of negative sentiment in America part 

 

Figure 8. Keywords of positive sentiment in Vietnam part 

 

Figure 9. Keywords of negative sentiment in Vietnam part 
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In America part, the top 5 positive words are ‘delicious’, ‘best’, ‘perfect’, ‘perfect-ly’, 

and ‘greatest’. The top 5 negative words in America part are ‘worst’, ‘terrible’, ‘insane’, ‘evil’ 

and ‘pathetic’. In Vietnam part, the positive words in the text are ‘wonderful’, ‘excellent’, and 

‘greatest’. The negative words in Vietnam part are ‘horrible’, ‘insane’, and ‘miserable’. The 

other words are ignored as some of them do not have any polarity score after checking by 

using TextBlob library. 

The word ‘delicious’ gives a meaning highly pleasant to the taste. Thus, it appears in 

America part which means that there are so many delicious foods in America. People live in 

America can have a good meal there. The word ‘best’ brings a meaning of the most excellent 

or desirable type or quality. It can be used to describe things, places or people. Figure 11 

shows the Top 10 rows in America part that consists of the word ‘best’. Democracy, things, 

and people in America are described by the word ‘best’. 

 

Figure 10. Top 10 rows of America part that contains the word ‘best’ 

The words ‘perfect’ and ‘perfectly’ have the meaning of having all the required or desirable 

elements, qualities, or characteristics. It might be used to describe people, things or places. 

According to Figure 12, the words ‘perfect’ and ‘perfectly’ are used to describe the people 

and things in America part. 

 

Figure 11. Text of America part that contains the word ‘perfect’ 
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Figure 13 shows the text in the America part that consists of the word ‘greatest’. The word 

‘greatest’ is used to describe the talent of people in America. The people there are able to 

build the world’s greatest weapon arsenal. Some of them might become the greatest 

revolutionary poets. 

 

Figure 12. Text of America part that contains the word ‘greatest’ 

Figure 14 displays the text in America part that consists of Top 5 negative words listed above. 

The word ‘worst’ used to describe corruption, war and enemy while ‘terrible’ is used to 

describe foods and loss. The word ‘insane’ is used to describe the fireflies. ‘Evil’ is used for 

describing people: evil communists. ‘Pathetic’ is the word for resignation. 

 

Figure 13. Text of America part that contains the Top 5 negative words 

Figure 15 gives the text in the Vietnam part consists of the positive words: ‘wonderful’, 

‘excellent’, and ‘greatest’. The word ‘wonderful’ is used to describe idea while the word 

‘excellent’ is specific for joke. The last word ‘greatest’ is used for describing the things that 

are built by a person. 
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Figure 14. Text of Vietnam part that contains the Top 3 positive words 

Figure 16 displays the text in the Vietnam part consists of the negative words: ‘horrible, 

‘insane, and ‘miserable. The words ‘horrible’, ‘insane’, and ‘miserable’ are used to describe 

people here. 

 

Figure 15. Text of Vietnam part that contains the Top 3 negative words 

Conclusion and Discussion 

The main objective of this study was to offer a computerized method of text analysis to 

objectively examine the literary spatiality of the two countries of America and Vietnam as 

depicted in Viet Thanh Nguyen’s The Sympathizer. To this end, LDA Mallet model and 

sentiment analysis by using TextBlob library were employed. Throughout the novel, the term 

America is repeated more than Vietnam. Even though both places are given a slightly positive 

polarity score in the novel, America as the diasporic character’s hostland gains a higher 

positive score than Vietnam. While the latter is portrayed as a dystopian locality under the 

Communist regime, America is generally depicted as a utopian one that offers emancipation 

and a promising life. More specifically, the spatial analysis reveals the ways in which 

memories of loss, trauma, corruption war, and evil communism are attributed to the 

geographical location of the motherland Vietnam. The techniques used in this project allow 

the researcher to achieve the results faster with a higher level of accuracy and quality. The 

Lexicon-based approach also accomplishes a more robust performance than could be achieved 

by other approaches such as learn-based. However, the limitations listed in the previous 

section might lower the accuracy of the results. That said, a big and good quality of labelled 

data can also be employed to maximize the accuracy of the lexicon-based approach. Indeed, 

the lack of such data might lead to the formation of a poor model. As many of the Machine 

learning algorithms need enormous amounts of data in the process of designing a model, the 
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existence of good data guarantees the model to capture relevant and sufficient data from the 

training data set, and hence the better performance of the algorithms. The main limitation of 

the designed model in this project is that its performance relies on the performance of the 

library available in Python. For example, NLTK and spaCy libraries are used in Model 1 

while NLTK and TextBlob library are used in Model 2. The POS tagging function of spaCy 

and the words with polarity scores available in TextBlob library are two of the main problems 

that affect the performance of the model. 
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