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Abstract 

Numerous face recognition systems employ deep learning techniques to identify individuals 

in public areas such as shopping malls, airports, and other high-security zones. However, 

adversarial attacks are susceptible to deep learning-based systems. The adversarial attacks are 

intentionally generated by the attacker to mislead the systems. These attacks are imperceptible 

to the human eye. In this paper, we proposed a feature-based masking iterative method (F-

MIM) to generate the adversarial images. In this method, we utilize the features of the face to 

misclassify the models. The proposed approach is based on a black-box attack technique 

where the attacker does not have the information related to target models. In this black box 

attack strategy, the face landmark points are modified using the binary masking technique. In 

the proposed method, we have used the momentum iterative method to increase the 

transferability of existing attacks. The proposed method is generated using the ArcFace face 

recognition model that is trained on the Labeled Face in the Wild (LFW) dataset and 

evaluated the performance of different face recognition models namely ArcFace, MobileFace, 

MobileNet, CosFace and SphereFace under the dodging and impersonate attack. The F-MIM 

attack is outperformed in comparison to the existing attacks based on Attack Success Rate 

evaluation metrics and further improves the transferability. 

Keywords: Adversarial attack, Black-box attack, Dodging attack, Face Recognition, Feature 

based attack. 
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Introduction 

Recent advancements in deep neural network (DNN) technology have increased the immense 

success of computer vision applications. Face recognition (FR) is a crucial application of 

computer vision that is commonly used in real-world applications like passport matching, 

attendance systems, and security. Face recognition models have two tasks: face identification 

and face verification (Qiu et al., 2022; Yan et al. 2021; Turk et al. 1991). The first determines 

the identity of the face images, while the second verify that the predicted face image matches 

the input image.  

According to the present study, DNN is vulnerable to adversarial attacks (Szegedy et al., 

2013; Dong et al., 2019; Deb et al., 2020; Biggio et al., 2013). The attackers create these 

attacks on purpose by adding minimum perturbations so that FR models predict the wrong 

output and degrade their robustness (Zhong and Deng, 2020a; Massoli et al., 2020; Zhou et 

al., 2018; Agrawal and Bhatnagar, 2021; Agrawal k. et al.,2023). The attacker tries to mislead 

the model classifiers by applying the imperceptible attack.  

 

Figure 1. Shows the sample image of adversarial attack on face recognition models 

(Huang et al., 2008). 

In Figure 1, we can see the input image and the generated image are similar but after 

adding the adversarial perturbation the output image is misclassified by the model. The 

attackers can fool the model in two ways: 1) the model either misclassifies the identity of a 

person or is unable to recognize it which is called an untargeted attack. 2) The model 

classified the identity of an individual person to another target person's identity which is 

called target identity. We input the pair of images to achieve the target and untargeted attack 

while generating the adversarial attack. We take a pair of images with similar identities for 

untargeted attacks and pair of distinct identities for targeted attacks. 

https://doi.org/10.22059/jitm.2023.95247
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However, current research indicates that the majority of attacks against FR models 

come under the white-box scenario. In this attack, the adversary has internal knowledge of the 

target model like structure and parameters. White-box attacks are impractical in real-world 

scenarios where we do not know the detailed information of the target models. In the black-

box scenario, the adversary generates the attacks without any knowledge of the target models.  

The attack has been divided into two forms based on the target model’s knowledge: 

white-box attack and black-box attack. 

White-box attack: To generate the white-box attack, the adversary must understand the 

model's parameters, architecture, and other characteristics. These attacks are model-specific 

and are incapable of deceiving other models (Dong et al., 2019; Li et al., 2019; Dong et al., 

2020). 

Black-box attack: The adversary lacks in-depth knowledge of the target models. These 

attacks are difficult to generate for the adversary. In addition, black-box attacks enhance 

transferability by decreasing their dependency on model hyper-parameters and model 

structure. The adversary can observe the generated output with respect to the given input to 

the target model (Dong et al., 2019; Li et al., 2019; Dong et al., 2020; Agrawal et al., 2023). 

The face recognition model can be fooled in two ways: 

Dodging Attack: In the context of adversarial attacks, a dodging attack refers to a specific 

type of attack strategy that aims to evade or "dodge" detection by the targeted system. It 

involves manipulating or crafting adversarial examples that can deceive the system into 

making incorrect decisions or classifications while remaining inconspicuous or undetectable 

to human observers. 

The primary objective of a dodging attack is to create adversarial examples that closely 

resemble the original input but lead to erroneous or desired outcomes when processed by the 

target system (Sharif et al., 2016). These attacks are designed to exploit vulnerabilities or 

limitations in the system's recognition algorithms, decision boundaries, or feature extraction 

processes. Figure 2. Shows an example of dodging attack.   

 

Figure 2. Shows the sample image of dodging attacks on face recognition models. (a) 

Original image, (b) Generated image, (c) Generated perturbation mask (Huang et al., 2008). 
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Impersonate Attack: An impersonate attack refers to a specific type of attack strategy 

where an adversary attempts to deceive a system by impersonate a specific individual or a 

target class of individuals. The goal of an impersonate attack is to manipulate the system into 

misclassifying the adversary as the desired target or granting unauthorized access by 

exploiting the system's vulnerabilities. Impersonate attacks often focus on bypassing 

authentication systems or identity verification processes (Sharif et al., 2016). This can include 

techniques such as spoofing biometric data (e.g., fingerprints, facial images) or manipulating 

input data to mimic the characteristics of the target individual. Figure 3. Shows the example 

of impersonate attack. 

 

Figure 3. Shows the sample image of impersonate attack on face recognition models. (a) 

Original image, (b) Generated image, (c) Target identity (Huang et al., 2008). 

The main contributions of this paper are as follows: 

The feature-based attack is introduced using the binary masking technique. In this method, 

we modify the features of the face by applying the mask. The mask is utilized in such a way 

that the changes are not easily noticeable to humans but the model is unable to predict the 

correct output. 

 The proposed attack is fused with the Momentum iterative method (MIM) to increase the 

transferability of the proposed attack. The transferability refers to, the generated attack can 

also fool the different FR models. 

In the paper, the proposed attack is generated using the ArcFace face recognition model 

that is trained on LFW dataset and evaluated the performance of different face recognition 

models namely ArcFace, MobileFace, MobileNet, CosFace and SphereFace under the 

dodging and impersonate attack using the Attack Success Rate evaluation metric. 

Literature Review   

Face recognition algorithms are applied in several safety-critical areas. It is important to 

understand the level of vulnerability of deep-face models in real-world scenarios. Adversarial 

attacks are used to fool face recognition by adding some modifications to the input images 

that are not visualized by the human eye. In this section, background study of the existing 

adversarial attacks on face recognition models is discussed in detail. 
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The researchers (Mahmood et al., 2016) introduced an attack generation method and 

named it the first gradient-based attack. It limits the amount of perturbation to eye-wear and 

observed the target and untargeted attacks for the FR system. Further, an adversarial attack 

was proposed for eyeglasses by employing a generative adversarial network. This proved 

those face recognition systems are vulnerable and showed that the attacks are physically 

feasible. 

Similarly, the author (Zhou et al., 2018) crafts a cap with the help of infrared LED dot 

light. To generate this malicious physical attack the infrared dot light has been illuminated on 

the face. This attack also evades the detection of a face by adjusting the illumination, and size 

of the light. 

The author (Rozsa et al., 2017) presented LOTS attack to target face recognition 

systems. It focused on perturbing the features of the existing neural networks. The approach is 

similar to where the internal features are directly modified. Moreover, the researcher also 

proved the vulnerability of face recognition systems based on geometrical perturbation. It 

altered the landmark location points of the original image to create the adversarial images. 

Until now, white-box settings have been the primary target of adversarial attacks.  

White-box settings (Sharif et al. 2016; Schroff et al. 2015) have attack success rates that 

are almost 100% but they are not useful in real-world scenarios. As the attackers have 

accessibility to target face recognition models. The author (Dong et al. 2019) considered the 

limitation of the white-box and presented a query adversarial attack based on an evolutionary 

algorithm. The proposed attack works well in terms of attack success rate. However, query-

based approaches in the black-box settings rely on the number of queries that can be easily 

detected by target models. 

 In this research, the researcher found that adding random noise and blur or even grid 

horizontal and vertical lines can also deceive the robustness of the FR model. The author 

(Goswami et al., 2018) presented the image-level and face-level image distortion attacks and 

reduce the accuracy of renowned face recognition models.  

The author (Yang et al., 2021) proposed a method to fool the model by using another 

identity. The model predicts the original image as the target image instead of misclassifying 

it. The author introduced an Attentional Adversarial Attack Generating Network (A3GN) to 

create adversarial samples that are close to the actual pictures but have the same visual 

features as the target face. To learn the instance-level correspondences between the faces, they 

included a conditional variational autoencoder and attention modules to extract the target 

human's semantic features. 

Also, the author (Wei et al., 2022) introduced an approach to generate the sticker by 

using the heuristic differential algorithm. To successfully generate this region-based sticker, 
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the algorithm discovered the solution for the sticker's parameter which is utilized to find the 

new region of the image for aggregation and modification of effective results. The proposed 

method was evaluated on face recognition and also extended for traffic sign recognition and 

image retrieval. 

Hence, despite considerable advancements in attack generation, there remains a 

necessity to devise effective attacks that operate without requiring access to the model 

parameters or architectural details. Such attacks are commonly referred to as black-box 

attacks. In this paper, we generate the black-box attack by using a model as a surrogate model 

and then transferring the generated adversarial attack to the target models. Later, we evaluate 

the robustness of the model and the attack success rate of the proposed attack. 

Methodology 

Feature-based Masking Iterative Method (F-MIM) is proposed to generate adversarial 

examples to fool Face Recognition Systems. We have used ArcFace FR model (Deng et al., 

2019) to generate the attack and tested the robustness of different FR models namely 

ArcFace, MobileFace (Chen et al., 2018), MobileNet (Howard et al., 2017), CosFace (Wang 

et al., 2018) and SphereFace (Liu et al., 2017). The attack generation process is shown in 

Figure.4. 

 

Figure 4. The attack generation process of the proposed method F-MIM. 

Feature-based Masking Iterative Method (F-MIM)  

In the proposed method, we use the pair of images of the LFW dataset. In the preprocessing 

stage, we resize the images in to the size of 112*112 because the face recognition systems are 

scale-variant. After resizing the images, the detection of the face image is performed using the 

multi-task cascade neural network (MTCNN) (Zhang et al., 2016). The MTCNN contains 

three main phases namely, proposal convolutional neural network(P-CNN), Refine 

convolutional neural network (R-CNN) and output convolutional neural network(O-CNN) to 

classify the face or non-face and generates the bounding box around the face and also returns 

the landmark locations of the face. The landmark locations are the prominent locations of the 

face. By making changes in the prominent locations of the face, the model can be misled. The 

binary masking technique is applied to the facial features to hide the information of the face 

so that model is unable to identify the correct person's identity. In the proposed attack, the 
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binary mask is used to modify the pixel of the prominent regions by using Equation.1. The 

binary mask helps to alter the bits 0 to 1 or vice-versa by using the boolean operator.  

𝑺𝒎 = ~𝑺𝑳 ;  𝒘𝒉𝒆𝒓𝒆 𝑺𝒎 ∈ {𝟎, 𝟏}            (1) 

Where  𝑆𝐿  is the number of landmark points. 

Then, modified locations of landmarks are added in the image 𝑋𝑖 using the dot product 

using the Equation.2. 

𝑿𝒊
𝒑

= 𝑺𝒎 ⊙ 𝑿𝒊           (2)  

Where the number of images 𝑖 ∈ {1,2,3 … 𝑘} and the binary mask 𝑆𝑚 is applied by using the 

pixel-wise product on image  𝑋. Then, the output image 𝑋𝑖
𝑝
 obtained using the filter is fused 

with the existing MIM adversarial attack (Dong et al., 2018) to increase the transferability. In 

Equation.3, 𝑥𝑖+1 represents the computation of velocity vector in gradient direction to avoid 

the poor local maxima obtained in each iteration. 

𝒙𝒊+𝟏 = 𝝁 ⋅ 𝒙𝒊 +
𝜵𝑿𝒑𝑫𝒇(𝑿𝒊

𝒑
,𝑿𝒊

𝒕)

∥∥𝜵𝑿𝒑𝑫𝒇(𝑿𝒊
𝒑

,𝑿𝒊
𝒕)∥∥

                         (3) 

Where ∇𝑋𝑝𝐷𝑓 is the gradient loss of the image 𝑋𝑖
𝑝
 and target image 𝑋𝑖

𝑡, 𝜇 is the decay 

factor. Then, Equation.4 is used to calculate the 𝑋𝑖+1
𝑝  by using the gradient sign during each 

iteration. 

𝑿𝒊+𝟏
𝒑

= 𝐜𝐥𝐢𝐩𝑿,𝜺 (𝑿𝒊
𝒑

+ 𝜶 ⋅ 𝐬𝐢𝐠𝐧 (𝒙𝒊+𝟏))                      (4) 

Empirically, the value of 𝛼 is set as 𝛼 = 4𝜀/2𝑛, the threshold value 𝜀 = 8 under the 𝐿∞  

norms and the total iteration 𝑛 = 100.  𝐿∞ norms compute the maximum difference of the 

corresponding pixels between the images (Sharif et al., 2018). The performance of proposed 

is tested for dodging and impersonate attacks. In the case of a dodging attack, the cosine 

distance between the generated images and the targeted images should be less than the 

threshold.  

cosinedistance (𝑿𝒑, 𝑿𝒕) < 𝜺          (5) 

And, for impersonate attack, the cosine distance should be greater than the threshold 

cosinedistance (𝑿𝒑, 𝑿𝒕) > 𝜺          (6) 

Dataset 

In this research, we used the LFW dataset (Huang et al., 2008) for training and testing the 

proposed F-MIM attack. It consists of 13,234 face images. These are the images of 5,749 
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distinct identities in various illuminations, poses, and expressions. The dataset consists of 

6,000 face pair images, including 3000 pair images of similar identities and 3000 pair images 

of dissimilar identities. The dataset is widely used by researchers for face verification and 

identification. Figure.5 shows the sample images of the LFW dataset. 

 

Figure 5. The Sample images of LFW dataset (Huang et al., 2008) 

Experimental Setup 

The implementation of the F-MIM attack has been conducted on Google Colaboratory. It 

provides an open-source environment with a Tesla K80 GPU backend. It is helpful in the 

training and testing of various machine learning classifications. 

Results  

The quantitative results have been compared with renowned attacks that are 

FGSM (Goodfellow et al., 2014), BIM (Kurakin et al., 2016) and MIM (Dong et al., 2018). 

The attacker does not have any prior information of the target model under the proposed 

black-box attack. To compare and analyze the effectiveness of trained models namely 

ArcFace, MobileFace, MobileNet, CosFace and SphereFace using the attack Success Rate 

(SR) metric (Zhong et al., 2020a). An attack is considered successful if the obtained distance 

is less than the threshold and FR model is unable to predict the correct output.  

The distance is computed between the generated image and the target image. The higher 

success rate, the better the transferability. With respect to transferability, by occluding the 

features proposed attack is more efficient. The attack success rate is computed using 

Equation.7.  

SR (%) = 𝟏𝟎𝟎 ×
𝟏

𝑲
∑  𝑲

𝒊=𝟏 [∥
∥(𝑿𝒊

(𝒑)
) − (𝑿𝒊)∥

∥
𝟐

< 𝜺]         (7) 

Where K denotes the total number of images. 
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Table 1. The SR of proposed under the dodging attack with 𝑳∞ norm metric 

 
Attacks ArcFace MobileFace MobileNet CosFace SphereFace 

ArcFace 

FGSM 0.986 0.578 0.442 0.496 0.522 

BIM 1 0.862 0.749 0.674 0.732 

MIM 1 0.9 0.835 0.788 0.831 

F-MIM 1 0.96 0.94 0.928 0.89 

The quantitative results of the proposed black-box attack have been shown in Table 1 

and Table 2. The proposed F-MIM attack is performed under the dodging and impersonate 

attacks. Table1 represents the SR of the proposed attack on existing face recognition models 

under the dodging attack with 𝐿∞  norm metric and Table 2. Represents the SR of the 

proposed attack under the impersonate attack with 𝐿∞ norm metric. The graphical 

representation of the attack comparison has been shown in Figure.6 and Figure.7. 

Table 2. The SR of proposed under the impersonate attack with 𝑳∞ norm metric 

 
Attacks ArcFace MobileFace MobileNet CosFace SphereFace 

ArcFace 

FGSM 0.99 0.612 0.326 0.407 0.408 

BIM 1.0 0.79 0.474 0.523 0.577 

MIM 1.0 0.877 0.570 0.622 0.665 

F-MIM 1.0 0.91 0.85 0.86 0.84 

 

 

Figure 6. The comparison of proposed attack on target models under the dodging black-box 

attack with 𝑳∞  norm metrics. 

Conclusion 

Deep learning has been greatly used for face recognition. In this paper, the proposed attack 

has been proposed to generate the perturbed image by using the binary mask to occlude the 

feature points of the face. The proposed has been performed under the dodging and 
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impersonating attack with 𝐿∞ norm metric on the LFW dataset. The proposed black-box 

attack outperforms the existing attacks on ArcFace, MobileFace, MobileNet, CosFace and 

SphereFace FR models. The experimental result shows that the proposed attack improves 

transferability.  Moreover, the robustness of the existing face recognition models can be 

increased on various neural network architectures, hyper-parameters, and datasets. In the 

future, the amount of pixel modification can be reduced by using different filtering 

techniques. 

 

Figure 7. The comparison of proposed attack on target models under the impersonate black-box 

attack with 𝑳∞  norm metrics. 
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