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Abstract

Diabetes is a type of metabolic disorder with a high level of blood glucose. Due to the high blood sugar, the risk of heart-related diseases like heart attack and stroke got increased. The number of diabetic patients worldwide has increased significantly, and it is considered to be a major life-threatening disease worldwide. The diabetic disease cannot be cured but it can be controlled and managed by timely detection. Artificial Intelligence (AI) with Machine Learning (ML) empowers automatic early diabetes detection which is found to be much better than a manual method of diagnosis. At present, there are many research papers available on diabetes detection using ML techniques. This article aims to outline most of the literature related to ML techniques applied for diabetes prediction and summarize the related challenges. It also talks about the conclusions of the existing model and the benefits of the AI model. After a thorough screening method, 74 articles from the Scopus and Web of Science databases are selected for this study. This review article presents a clear outlook of diabetes detection which helps the researchers work in the area of automated diabetes prediction.
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Introduction

Major growth in biotechnology and the good throughput computation is contributing to rapid and economic data creation, which brings the research of computational biology into the big data world. The effectiveness and constancy of these methods are achieved from the capability of the proper perspectives to find the data model formation. One of the most important applications is in diabetes disorder prognosis. Diabetes mellitus (DM) is one kind of human threatening disease-causing lot of other health problems (Chaki et al., 2020).

Diabetes is among the most widespread life-threatening disease. In 2012, death caused due to diabetes is about 1.5 million, and the mortality rate of 2.2 million due to heart disease, and kidney problems. In 2017, about 8.8% of the world population was affected by diabetic Mellitus. It is awaited to increase to 10% by the year 2045(Swapna et al., 2018). In India, about 77 million people are with high blood glucose and India is in the second for having the highest count of diabetic patients in the world (Saiedi et al., 2019). According to the National Diabetes Statistics Report 2020, about 34.2 million population in the United States are affected by high blood glucose. Only 26.9 million population have detected diabetes and the
remaining 7.3 million were not aware of this diabetic condition (US Department of Health and Human Services, 2020). A diabetes diagnosis can either be done by the manual method through the physician or by a device. Both the diagnosis method has their advantages and disadvantages. The main benefit of the manual method of diagnosis is there is no need for any help from an automatic device. But in most cases, the symptoms of diabetes are very low and it is difficult to find out even by a medical professional expert at the earlier stage. The manual diagnosis is an uncomfortable and painful invasive method, sometimes it is infective. Due to the advancement in AI and ML, automated diagnosis is a more possible efficient method that assists the manual diagnosis (Chaki et al., 2020; Makaram et al., 2014) Many researchers have done diabetes-related research (Figure 1) but there are only a few published review articles (Chaki et al., 2020; Emdin et al., 2015; Farran et al., 2013; Jaiswal et al., 2021; Jayanthi et al., 2017; Larabi-Marie-Sainte et al., 2019; Sun & Zhang, 2019; Xiong et al., 2018). As a result, the effort has been taken to consider and examine ML and AI-based diabetes detection.

 Significant journals were selected from the scientific databases, containing Web of Science, PubMed, and Scopus, based on the keywords like “machine learning”, “prediction”, “and detection” and, “Artificial Intelligence”. After the thorough screening, the latest 74 papers were selected for the survey based on (Preferred Reporting Items for Systematic Review and Meta-Analysis) PRISMA approach (Figure 2). The article is organized as follows: Section 2 provides a concise introduction of diabetes. Section 3 explains the method of study selection. Selection 4 details the ML knowledge discovery. Section 5 presents the ML-based Diabetes prediction techniques. Section 6 presents a discussion, challenges, and the future scope. Section 7 gives out the conclusion of this review article.

![Figure 1. Research Publications on Diabetes over the last 50 years](image-url)
Diabetes Mellitus (DM) Disease

Once the food is consumed, the body will convert the food into sugar/glucose and move it to the blood (Figure 3). Insulin is produced by the pancreas which is the hormone that helps to move sugar to the cells from the bloodstream. If the body is unable to produce enough insulin that condition is commonly named high blood sugar. People with high blood sugar face a high risk of getting many secondary disorders such as heart problems and nerve-related diseases. The main reason for diabetes is not identified but the researchers believe that gene and the living lifestyle is the main reason for diabetes. Detecting diabetes at an earlier stage and taking treatment for it can reduce the harmful complications and reduces the risk of other health issues. The diabetic disease cannot be cured but it can be controlled and managed by timely detection (Natarajan et al., 2019; Qureshi et al., 2019).
1. Prediabetes

Prediabetes arises when the blood glucose level increases than normal, but the symptoms are very low and it is very difficult for the doctor to identify DM. This prediabetes condition will increase the heart-related risk and type 2 diabetes. Doing exercise and losing weight will lower the risk of prediabetes (N. Bansal, 2015).

2. Type-I Diabetes

Type1 diabetes arises usually in infancy. The condition at which the body generates no insulin/very little insulin is referred to as Type 1 diabetes. Insulin injections can be used by the patients to control type 1 diabetes. Symptoms of this type of DM are unusual weight loss, unusual hunger, and thirst, abnormal urination, kidney, and eyes related disorders. Symptoms of type 1 diabetes will increase the higher risk of stroke and heart-related disease (Katsarou et al., 2017; Pranto et al., 2020).
3. Type-II Diabetes

Type 2 diabetes (T2D) arises when the body doesn’t react to insulin and usually occurs in adults. Symptoms of type 2 diabetes are weight gain and a high rise in blood pressure. T2D increases the probability of getting heart-related disorders and stroke (Jaiswal et al., 2021; Pranto et al., 2020).

4. Other forms of DM

1% to 5% of diabetic patients are with many other factors. The factors include improper diet, high cholesterol, taking more oil, no physical activity, increase in blood pressure, infection, genetic nature, etc. One should be very careful with the blood glucose level if having any illness or pancreatic diseases (Esfahani et al., 2018; Kahn et al., 2006).

Detection of blood sugar can be carried out through urine tests and blood tests. The three main diabetes detection tests are OGTT (Oral Glucose Tolerance Test), FPG (Fasting Plasma Glucose Test), and A1C (glycated hemoglobin test). These detection tests are very expensive and consume more time. These methods cannot help low-income nations. In 2019, about 77 million of India’s population is detected diabetes in which more than half of the Indian population was undetected and not aware of diabetes. Timely detection of DM is the necessity of the present epidemic nature of DM because it can be a starting point for many more serious complications like hypertension, heart-related disease, retinopathy, nephropathy, and neuropathy. AI with ML algorithms helps in automatic early diabetes detection which is very much better than a manual method of diagnosis (Heydari et al., 2010; Saeedi et al., 2019).

In recent years the research-based group has started to concentrate on timely and accurate diabetes prediction using better computational techniques. The computational techniques must have good precision and they should be validated on different databases from different populations. In this survey, various computational methods used for diabetes detection were considered and suggestions are also given to create the model better.

Methodology

1. Search Policy

Significant studies were selected based on the PRISMA protocol (Moher et al., 2009). Journal search was performed on Web of Science, Scopus, and PubMed databases from the year 1988 to 2021 (Figure 4). This strategic selections of studies was conducted using the keywords like “machine learning”, “prediction”, “detection”, and “Artificial Intelligence”.
2. Inclusion and Exclusion Criteria

This survey work analyzed the results and conclusions of various studies carried out in the past and they are included in this study. Articles in the English language were selected and the articles from other languages were excluded. Apart from that, articles not available in full content and other types of research except clinical trials and meta-analyses were excluded.

3. Inclusion and Exclusion Criteria

This survey work analyzed the results and conclusions of various studies carried out in the past and they are included in this study. Articles in the English language were selected and the articles from other languages were excluded. Apart from that, articles not available in full content and other types of research except clinical trials and meta-analyses were excluded.

4. Selection Method

The method of study selection was done based on PRISMA. Finally, 74 articles were chosen. The search of papers was done by a team of authors considering the PRISMA guidelines. During the initial stage screening of articles was based on the name and the abstract of the studies and only the studies that meet the article selection conditions were chosen manually. In the next stage of the search, the full content of the article is considered and only the studies that meet the article selection conditions were selected. The decision of selection of studies is by two adepts in two stages. Any ambiguities of study selection were taken to the third expert and solved through discussion. Extraction of data includes the name of the author, year of publication, ML algorithm, DL methods, and the model with the best performance. Once the data is extracted, we encapsulated the results according to the purpose of the study.
ML and Knowledge Discovery

Machine Learning is an evolutionary section of computational methods that reproduce knowledge using human being intelligence from the nearby environment. It is a branch of computer science that acquires knowledge from data to understand the unknown past inputs (Schuld et al., 2015). In general, machine learning is of two types: (i) deductive machine learning and (ii) inductive machine learning. The deductive ML method learns from the previous data and the inductive ML method learns by taking examples. These methods will extract the rules from the large datasets and create a machine program from the information. It has various applications in various fields like robotics, computer science, social, speech identification, e-mail recognition, medical field, etc (Pollnau et al., 2015; Pal et al., 2016; Wang et al., 2019). Supervised learning, unsupervised learning and reinforcement learning are the three main learning types. Many algorithms are used to predict and classify diabetes in research articles. The most commonly used algorithms for the prediction of diabetes are:

1. Artificial Neural Network (ANN)

ANN method is inspired by the biological neural network of humans. ANN consists of neurons and connections with weights that are controlled to achieve proper output. An artificial neural network contains three layers. The input layer takes the inputs and their probability for computing the model. The hidden layer takes the output of the input layer and it gives the weight to the input’s probability. Neurons of the output layer are given the required feature value which is the output of the neural network (Yang, et al., 2020; Wang, 2020).

2. Support Vector Machine (SVM)

SVM is a supervised ML method used for binary classification purposes. SVM classifier transforms the input data into a required data using a set of functions like nonlinear, linear, and polynomial. SVM classifier is a robust classifier with few drawbacks like difficulty to choose the required mathematical function and long training period. SVM classifiers are most frequently used for medical applications. SVM lower the error in the empirical classification and enlarge the geometrical margin and hence it is named as maximum margin classifier (Brereton, et al., 2010; Lloyd, 2010; Singh, et al., 2012; Chaturvedi, 2012).

3. Bayesian Network

The Bayesian network technique is a supervised learning method. It is a diagrammatic method that hides the relation among the variables. This can be used with the statistical method for achieving more analysis benefits. It can manage the entries of missing values. Directed Acyclic Graph (DAG) was utilized by the randomly selected variables and their corresponding dependencies (Reference, 2014).
4. Deep Learning (DL) Algorithm

The deep-learning algorithm can be used in the research of supervised learning and unsupervised ML problems. In the present situation, deep learning is the most needed ML algorithm. Deep learning has become an efficient and precise technique in many applications like speech identification, Image processing, medical application, etc (Pham et al., 2017; Vinayakumar, et al., 2018).

ML-Based Diabetes Prediction Techniques

ML techniques are very popular techniques in medical applications for predicting different disorders. Many scientists have tried to develop diabetes prediction systems using various machine learning models. Significant research in diabetes detection is mentioned in this section. In the start, the neural network-based ML algorithm using the PIMA dataset was used for the estimation of diabetes (US Department of Health and Human Services, 2020). Recently, many other diabetes prediction models using neural networks have been developed (Chen et al., 2015; Gill et al., 2016; Kannadasan et al., 2019; Lekha et al., 2018; Soltani et al., 2016; Wang, 2020; Zhou et al., 2020). Soliman (Soliman et al., 2014) introduced a technique for type 2 diabetes. A hybrid method of LS-SVM and MPSO was used for the prediction. MPSO (Modified Particle Swarm Optimization) technique is used as attribute optimization for Least Squares SVM (LS-SVM) to choose the appropriate feature. Data for the algorithm is taken from PIMA Indian Diabetes Dataset. A ten-fold cross-validation technique was used. Accuracy of 97.83% is achieved by using this technique.

Sridar et al., (2014) proposed a diabetes prediction system using Apriori and a backpropagation algorithm. In this research, the medical data records are taken from PIMA. The model has taken the real-time input values from the glucometer and few features were taken manually. All these input data were given into the system for diabetes prediction. The execution was done using the .Net and Java programming. Three classifications were made in this study: patients with high risk, patients with medium risk, and patients with low-risk patients. In this study, Backpropagation achieved an accuracy of 83.5%, Apriori algorithm achieved an accuracy of 71.2% and by combining Apriori and backpropagation algorithm an accuracy of 91.2% were achieved.

Olaniyi et al., (2014) introduced a model for diabetes detection using ANN and the training data was taken from PIMA. Training of data was by multilayer feed-forward network and it classifies the data using 5backpropagation network. In this network, 82% of recognition rate is achieved which is the better rate when compared to other different algorithms. ADAP algorithm gives an accuracy of 76%. Backward Sequential Selection algorithms give 67.1% accuracy. The rate obtained by this model is very higher than the past results.
Priya and Aruna (2020) proposed a diabetic retinopathy detection using PNN (Probabilistic Neural Network), SVM, and Bayesian classifier. Images for the system were collected and the research begins with 250 images. After doing the preprocessing, the required features were extracted. Classification of the images was classified into three different classes. Maximum accuracy of 97.7% was achieved using SVM.

Maniruzzaman et al. (2017) had introduced a Gaussian process (GP) based system and analyzed the working of the model using the linear kernel, radial basis kernel, and polynomial kernel. PIMA dataset is used in this paper. Accuracy of 81.97% was achieved in Gaussian process-based system. Six performance metrics were estimated and cross-validation is used for the validation.

Mercaldo et al. (2017) introduced a model to classify the diabetic person and a normal person. PIMA dataset is taken for this model. Six ML algorithms were taken for this study. Eight different algorithms were processed with the eight attributes of PIMA. Based on the precision and recall value Hoeffding Tree ML algorithm shows the best performance than the other algorithms. The precision of 77% and recall of 77.5% were achieved using the Hoeffding tree algorithm.

Zou et al. (2018) introduced a model for DM prediction using three different classifiers. PIMA Indian Diabetes Dataset has been used for the study. Both the WEKA and MATLAB platforms were used. Random Forest (RF) and Decision Tree (DT) were implemented in WEKA. Neural Network was implemented in MATLAB. A maximum of 80.84% accuracy was obtained using RF. Various performance metrics were calculated and the validation of the study was done by using 5 fold cross-validation technique.

Swapna, Soman, et al. (2018) proposed DL-based diabetes detection. In this system Convolution Neural Network (CNN), Long Short Term Memory (LSTM), and the combined CNN-LSTM were used for detecting diabetes. Heart Rate was taken from the collected ECG signal and this model shows that diabetes can be detected through ECG signals. The maximum accuracy of 95.7% was achieved using CNN5-LSTM with Support Vector Machine.

Daghestani and Alshammari (2020) carried out a study on RF and logistic regression ML algorithm-based diabetes detection. Data for this model is taken from the region of Saudi Arabia. Several performance metrics were calculated and for validation 10 fold cross-validation method has been used. The accuracy of logistic regression-based diabetes detection is 70.3% and the accuracy obtained using the RF algorithm is 88% which shows a better performance than the logistic regression algorithm. A hybrid method of diabetes detection is proposed by Bansal and Singla (2020). It uses the Ensembling of non-linear Support Vector Machine with partial least square method (ENLWPL). PIMA Indian Diabetes dataset was chosen for this study. Classifiers used for the model are the neural network, SVM, and DT.
Generalized linear model and Generalize linear Additive model boost were used in addition to it. Few kernels were studied and the maximum rate is shown in spline, non-linear SVM, and radial basis kernel. ENLWPL method gives an accuracy of 84.51%.

Howsalya Devi et al. (2020) proposed a hybrid method of diabetes detection using a sequential minimal optimization classifier. PIDD database was chosen for the study. The model used an interquartile range for preprocessing. Feature Selection was done by the Farthest First clustering technique. Several performance metrics were calculated and an accuracy of 99.4% is achieved. Naz et al. (2020) introduced a deep learning-based diabetes prediction using four ML-based algorithms like deep learning, DT, ANN, and Naïve Bayes. Data for the study is taken from PIDD. Shuffled Sampling is the optimization technique used. Precision, Recall, F-Measure, Specificity, and Sensitivity were estimated. The maximum accuracy of 98.07% was obtained using the deep learning approach.

**Discussion**

High blood glucose condition is a major health issue that causes various serious complications. As stated by World Health Organization, 422 million populations were affected by diabetes in 2014, and half of the population was undetected. Timely prediction is the important factor that helps to take timely treatment so that the various other severe complications were reduced. Therefore by considering the condition of diabetes, several diabetes detections based on the ML algorithms were developed. These diabetes predictions were based on ML algorithms and data mining methods. There are various diabetes datasets (Table 1) are available, these datasets are with different sizes, different features, and from different places. In most of the articles, publically available datasets were used and very few authors had used manually collected datasets. PIDD is the most commonly used dataset for diabetes prediction (Smith et al., 1988). BMI (Body Mass Index), diabetes pedigree function, and plasma glucose concentration are the important attributes for diabetes prediction (Haqet al., 2020; Jahangir et al., 2019). Predictive analysis enjoys a high prominence in the emerging big data technology (Jayanthi et al., 2017). The computational technique can able to predict DM at an earlier stage. Many different techniques with better accuracy have been introduced to efficiently predict diabetes disease (Table 2). High efficiency and less computational time are achieved using fuzzy sets (Sanakal et al., 2014). Extracting significant features for predicting diabetes is quite complicated. But Auto ECODB (Auto- tunable Outlier Detection-Based) method extract feature with better performance (Jahangir et al., 2019).
Table 1. Databases used in DM Prediction

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of Data</th>
<th>Number of Features</th>
<th>Biomarker/Signal</th>
<th>Web Page Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangladesh Demographic Health Survey (BDHS), 2011 (Chowdhury et al., 2015)</td>
<td>8835</td>
<td>-</td>
<td>Biomarker</td>
<td><a href="https://dhsprogram.com/methodology/survey/survey-display-349.cfm">https://dhsprogram.com/methodology/survey/survey-display-349.cfm</a></td>
</tr>
<tr>
<td>Diabetes 130-US Dataset (Negi &amp; Jaiswal, 2016)</td>
<td>100000</td>
<td>55</td>
<td>Biomarker</td>
<td></td>
</tr>
<tr>
<td>Biostat Diabetes Dataset (BDD)</td>
<td>403</td>
<td>19</td>
<td>Biomarker</td>
<td>Not available</td>
</tr>
<tr>
<td>ECG (Electrocardiograms) (Swapna, Soman, et al., 2018)</td>
<td>40</td>
<td>8</td>
<td>Signal</td>
<td></td>
</tr>
<tr>
<td>China Health and Nutrition Survey (Han et al., 2015)</td>
<td>8597</td>
<td>56</td>
<td>Biomarker</td>
<td><a href="https://www.cpc.unc.edu/projects/china">https://www.cpc.unc.edu/projects/china</a></td>
</tr>
<tr>
<td></td>
<td>NHANES070 8-4021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NHANES091 0-4322</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Summary of ML techniques of Diabetes Prediction

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Reference</th>
<th>Data</th>
<th>Algorithm used</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Shanker, 1996)</td>
<td>National Health and Nutrition Examination Survey</td>
<td>Neural Network</td>
<td>Accuracy-81%&lt;br&gt;Mean Square Error-0.1555</td>
</tr>
<tr>
<td>2</td>
<td>(Nirmaladevi et al., 2013)</td>
<td>PIMA</td>
<td>K-means and Amalgan KNN</td>
<td>Accuracy-97%&lt;br&gt;Sensitivity-97.3%&lt;br&gt;Specificity-97.6%</td>
</tr>
<tr>
<td>3</td>
<td>(Olaniyi &amp; Adnan, 2014)</td>
<td>PIMA</td>
<td>ANN</td>
<td>Accuracy-82%&lt;br&gt;Performance-0.21095&lt;br&gt;Time-30sec</td>
</tr>
<tr>
<td>4</td>
<td>(S.Soliman &amp; AboElhamd, 2014)</td>
<td>PIMA</td>
<td>Least Square SVM-MSOP</td>
<td>Accuracy-97%</td>
</tr>
<tr>
<td>5</td>
<td>(M.E. &amp; M.E., 2014)</td>
<td>PIMA</td>
<td>Aprior and Backpropagation</td>
<td>Accuracy-91%</td>
</tr>
<tr>
<td></td>
<td>Authors</td>
<td>Dataset</td>
<td>Model</td>
<td>Accuracy</td>
</tr>
<tr>
<td>---</td>
<td>----------------------------------</td>
<td>---------</td>
<td>------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>6</td>
<td>(Kandhasamy &amp; Balamurali, 2015)</td>
<td>PIMA</td>
<td>DT J48</td>
<td>73%</td>
</tr>
<tr>
<td>7</td>
<td>(Iyer et al., 2015)</td>
<td>PIMA</td>
<td>Naïve Bayes (NB)</td>
<td>79%</td>
</tr>
<tr>
<td>8</td>
<td>(Negi &amp; Jaiswal, 2016)</td>
<td>PIMA</td>
<td>SVM</td>
<td>72%</td>
</tr>
<tr>
<td>9</td>
<td>(Soltani &amp; Jafarian, 2016)</td>
<td>PIMA</td>
<td>PNN (Probabilistic Neural Network)</td>
<td>81%</td>
</tr>
<tr>
<td>10</td>
<td>(Gill &amp; Mittal, 2016)</td>
<td>PIMA</td>
<td>SVM-ANN</td>
<td>96%</td>
</tr>
<tr>
<td>11</td>
<td>(Bashir et al., 2016)</td>
<td>PIMA</td>
<td>NB</td>
<td>71%</td>
</tr>
<tr>
<td>12</td>
<td>(Hayashi &amp; Yukita, 2016)</td>
<td>PIMA</td>
<td>Recursive-Rule extraction</td>
<td>83%</td>
</tr>
<tr>
<td>13</td>
<td>(Mirshahvalad &amp; Zanjani, 2018)</td>
<td>NHANES</td>
<td>Perceptron</td>
<td>75%</td>
</tr>
<tr>
<td>14</td>
<td>(Maniruzzaman et al., 2017)</td>
<td>PIMA</td>
<td>Gaussian Process</td>
<td>81%</td>
</tr>
<tr>
<td>15</td>
<td>(Sisodia &amp; Sisodia, 2018)</td>
<td>PIMA</td>
<td>NB</td>
<td>76%</td>
</tr>
<tr>
<td>16</td>
<td>(Maniruzzaman et al., 2018)</td>
<td>PIMA</td>
<td>Random Forest</td>
<td>92%</td>
</tr>
<tr>
<td>17</td>
<td>(Kannadasan et al., 2019)</td>
<td>PIMA</td>
<td>Softmax Layer</td>
<td>86%</td>
</tr>
<tr>
<td>18</td>
<td>(Yuvaraj &amp;</td>
<td>PIMA</td>
<td>DT</td>
<td>88%</td>
</tr>
<tr>
<td></td>
<td>Author(s) (Year)</td>
<td>Dataset</td>
<td>Algorithm/Method</td>
<td>Performance Measures</td>
</tr>
<tr>
<td>---</td>
<td>-----------------</td>
<td>---------</td>
<td>------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>19</td>
<td>Jahangir et al. (2019)</td>
<td>Biostat</td>
<td>Automatic multilayer perceptron</td>
<td>Precision-87 Recall-77 F-Measure-82</td>
</tr>
<tr>
<td>20</td>
<td>Larabi-Marie-Sainte et al. (2019)</td>
<td>PIMA</td>
<td>REPTree</td>
<td>Accuracy-74% Precision-0.67 Recall-0.53 F-Measure-0.59 ROC-0.76 RMSE-0.43</td>
</tr>
<tr>
<td>21</td>
<td>Rahman et al. (2020)</td>
<td>PIMA</td>
<td>Conv-LSTM (Conv-Long Shot Time Memory)</td>
<td>Accuracy-97% Sensitivity-97.2 Specificity-97</td>
</tr>
<tr>
<td>22</td>
<td>Naz &amp; Ahuja (2020)</td>
<td>PIMA</td>
<td>DL</td>
<td>Accuracy-98% Recall-95.5 Precision-98.46</td>
</tr>
<tr>
<td>23</td>
<td>Howsalya Debi et al. (2020)</td>
<td>PIMA</td>
<td>Sequential Minimal Optimization</td>
<td>Accuracy-99% Root Relative Squared Error-100.15 Root Mean Square Error-0.07 Mean Absolute Error-0.0054 Relative Absolute Error-44.20</td>
</tr>
<tr>
<td>24</td>
<td>Naz &amp; Ahuja (2021)</td>
<td>PIMA</td>
<td>Synthetic minority oversampling technique and Sequential minimal optimization</td>
<td>Accuracy-99.07% Precision-96.23 Recall-98.24 F-Measure-97.71 Specificity-99.14 Sensitivity-95.52</td>
</tr>
<tr>
<td>25</td>
<td>Patra &amp; Khuntia (2021)</td>
<td>PIMA</td>
<td>KNN with a mean standard deviation</td>
<td>Average Accuracy-83.76%</td>
</tr>
</tbody>
</table>

Implementation of new ML techniques is essential but without the understanding of the existing issues and barriers in diabetes detection, the advancement is not possible. In the latest research, the new ML algorithms are not achieving good performance than the previous research (Larabi-Marie-Sainte et al., 2019). Survey of diabetes prediction tells that, at first, the prediction is made using ML-based neural network methods, and later on more advanced DL methods like CNN were introduced to improve the efficiency of the diabetes detection (Soman, et al., 2018). The broad view of diabetes research revealed that initially at a time only one machine learning algorithm is taken for diabetes prediction but in recent days many combined and hybrid algorithms were used for obtaining better performance (Figure 5). From the survey, it is clear that the high accuracy was achieved by the combined models whereas a single Machine learning algorithm achieves less accuracy. Even though the advancement on ML-based diabetes prediction achieves an accuracy of more than 95%, no prediction methods of diabetes are used in the clinical practice of the global population (Jaiswal et al., 2021).
Diabetes is a life-threatening disease in which the way of life, and surroundings are the significant feature that influences diabetes. Contaminated soil, air, water, is the environmental elements that play a huge role in the cause and development of diabetes. The main challenge in integrating different diabetes datasets in the ML-based method is the features available in the diabetes datasets were not the same. The reliability of ML-based diabetes prediction is very less because the majority of these models used the same dataset for training as well as testing. These models must be trained, tested, and validated on the different datasets from the various populations.
In the past research, only a very few techniques have used different datasets for training the model and testing it (Sneha et al., 2019). From past studies, it was observed that accuracy is low if the testing dataset and training dataset are different. To develop a multiple diabetes dataset-based diabetes prediction technique different datasets used should be merged using the data fusion technique before the model is trained. Data fusion algorithms are categories based on the association among the inputs, nature of the input, nature of the output, and redundant (Castanedo, 2013). Simple data fusion can be developed by imputing the same feature and the missing/misplaced features of a dataset with mean/zero (Negi et al., 2016). However, the data fusion/merging of diabetes datasets is very challenging in terms of obtaining better performance. Hybrid ML/combined algorithms can be introduced in the challenging complicated big datasets in future research to obtain better performance.

The latest survey indicates that ML-based diabetes prediction can be very reliable if the model were trained, tested, and validated on the worldwide population. Proper data fusion methods need to be performed with multiple datasets and handling of different features of different diabetes datasets has to be studied. SVM, DL, and ANN-based diabetes prediction models have to be developed to determine the best model for diabetes diagnosis.

**Conclusion**

The main aim of this review is to present a clear overview of automatic ML-based diabetes prediction. Various ML techniques in the prediction of diabetes were analyzed in this review, which have been developed in recent days for the effective and efficient prediction of diabetes. The goal of developing a diabetes prediction model is to shift from higher precision to higher reliability for real times applications. Only a very few techniques had used different datasets for training the model and testing it. Since DM is increasing worldwide, a model that can be used to predict diabetes in the world population is needed. Hybrid ML/combined algorithms can be introduced in the challenging complicated datasets in future research to obtain better performance. Smart health consists of sensors to monitor the patient’s parameters give recommendations to assist the sufferer’s health and change the patient’s behavior with IoT technologies. These techniques help to monitor the overall performance of patients when performing real-world tasks in digital reality (Bayahya et al., 2021). Diabetes Analysis is an attractive area for big data Analytics research for various reasons, including its significant impact on health and the demand for diabetes prediction. In the future, if more and more diabetic patients use automatic glucose sensors that continuously measure glucose levels, the amount of data related to blood sugar will greatly increase (Rumbold et al., 2020). This discussion helps to provide a clear-cut view of diabetes prediction and helps to frame better diabetes prediction techniques to overcome diabetes through timely prediction.
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