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Abstract 

The term "clickbait" refers to content specifically designed to capture readers' attention, often 

through misleading headlines, leading to frustration among social media users. In this study, 

titled "Mushakkal," which translates to "variety" in Arabic, we utilized a Convolutional 

Neural Network (CNN)—a deep learning approach—to detect clickbait within an Arabic 

dataset. We compared three optimizers: RMSprop, Adam, and Adadelta, evaluating various 

parameter settings to determine the most effective combination for detecting clickbait in 

Arabic content. Our findings revealed that the CNN model performed best when both pre-

processing and Word2Vec techniques were applied. The Adam optimizer outperformed the 

others, achieving a Macro-F1 score of 77%. The RMSprop optimizer closely followed, 

attaining a Macro-F1 score of 76%. In contrast, Adadelta proved to be the least effective for 

classifying Arabic text. 

Keywords: Clickbait Detection, Arabic Dataset, Arabic Clickbait Detection, Deep Learning, 

Optimizers, CNN 
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Introduction 

Clickbait refers to headlines that promise information but fail to deliver, designed to entice 

readers into clicking links by misleading them with false or exaggerated claims. This strategy 

is often employed to generate financial profit or achieve other objectives from increased 

clicks (Chen et al., 2015). The idea of clickbait has been extensively adopted and used in 

many ways to boost the number of viewers for a particular website or Snapchat story as a 

result of the widespread usage of social media and the ease with which news can be 

distributed there as well as the ease with which a big number of people can be reached. They 

are all examples of clickbait, which is centered on deceiving the reader.  

The ecosystem of Arabic digital material is not an exception to this pattern. Arabic's 

distinct language and culture make it more difficult to identify clickbait. Arabic is a highly 

inflected and morphologically rich language, which makes natural language processing (NLP) 

tasks, including clickbait detection, more complex compared to languages like English. 

Moreover, many of the existing models created for other languages are limited in their 

efficacy due to the lack of high-quality labeled Arabic datasets. Therefore, the development of 

focused methods for identifying clickbait in Arabic content is urgently needed. 

Text processing problems are now best handled by deep learning, and Convolutional 

Neural Networks (CNNs) in particular. Deep learning models automatically extract complex 

patterns and representations from the data, in contrast to typical machine learning techniques 

that depend on features that are explicitly created. CNNs are especially good in NLP for 

identifying local dependencies in text like important phrases or certain word sequences that 

make headlines seem appealing. CNNs are quite good at classification tasks like clickbait 

detection because of their automatic discovery of important features. Moreover, word 

embeddings like Word2Vec or GloVe, which map words into high-dimensional vector spaces 

and capture semantic linkages and contextual information crucial for deciphering a headline's 

meaning, are employed by deep learning models.  

To detect clickbait in Arabic text, this research presents Mushakkal, a revolutionary deep 

learning-based method. The Arabic word "Mushakkal," which means "diversity," refers to the 

range of optimization strategies used to improve the deep learning model's accuracy. The 

Mushakkal algorithm is trained on an Arabic dataset to identify and categorize clickbait using 

CNNs. To increase detection accuracy, the system uses cutting-edge methods like word 
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embeddings and hyperparameter optimization in addition to addressing the linguistic 

difficulties specific to Arabic. We demonstrate our “Mushakkal” identity in Figure 1. 

 

Figure 1. Mushakkal Detection Logo. 

Main Contributions 

• Developed an Arabic clickbait detection system using CNN trained on an Arabic dataset. 

• Implemented a range of optimization techniques to improve model accuracy, under the 

framework of "Mushakkal." 

• Validated the approach through extensive experimental evaluation, demonstrating its 

effectiveness in clickbait detection. 

The rest of this paper is organized as follows: the Related Work section reviews prior 

research on clickbait detection and the application of deep learning in Arabic text. Following 

this, the Methodology of Mushakkal section details the development of the Mushakkal 

system, covering aspects such as the dataset, pre-processing steps, word embeddings, CNN 

architecture, and optimization techniques. In the Results and Findings section, we present 

experimental evaluations and a comparative analysis of the results. Finally, the Conclusion 

summarizes the findings and outlines potential directions for future research. 

Literature Review  

Both machine learning (ML) and deep learning (DL) have been used in numerous trials to 

detect clickbait. Regarding machine learning models, they have been employed in several 

studies, such as Dam et al. (2021), where the researchers investigated the use of Support 

Vector Machines (SVM) to categorize clickbait in Nepali news. Following testing, they 

compared its accuracy to that of the Random Forest (RF) model, finding that performance for 

both variants was nearly the same; however, SVM performed somewhat better than RF 

classifiers. Additionally, Ahmad et al. (2020) and Putri and Pratomo (2022) employed ML 

models to identify clickbait and found that applying BERT outperformed the other models, 

yielding the greatest results. Recently, deep neural network approaches have successfully been 

applied to many text classification problems, particularly in English text classification. As 

noted by Alsaleh and Larabi-Marie-Sainte (2021), Convolutional Neural Networks (CNN) are 

among the most popular models; however, they are not widely applied in Arabic text 

classification. Furthermore, recent studies have not achieved high classification accuracy due 
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to parameter setting issues. To address this limitation, Alsaleh and Larabi-Marie-Sainte (2021) 

developed a new hybrid classification model for Arabic text, proposing a genetic algorithm-

based CNN. This genetic algorithm is used to optimize the CNN parameters. Their model was 

tested using two large datasets with different parameters and compared with state-of-the-art 

studies. The results indicated that classification accuracy improved by 4% to 5%, with the 

best results achieved using the RMSprop optimizer among three optimizers (Adam, 

RMSprop, and Adadelta). 

On the other hand, when we look into the picture classification world we notice that based 

on Albayati et al. (2024) and Sahana et al. (2024), the Adam optimizer receives high values, 

which implies the effectiveness of implementing the Adam optimizer in the CNN model. They 

compared Adam, RMSprop, Adadelta, and other optimizers to find the most accurate results 

for handwritten digit recognition in Albayati et al. (2024) and for unleashing human emotions 

in Sahana et al. (2024). Both conclude that the Adam optimizer receives high values, which 

made us more determined to include it in Mushakkal. 

Kaur et al. (2020) proposed a two-phase model. In their suggested method, the hybrid 

CNNs-LSTMs model is used in the first phase to identify clickbait. This information is then 

fed into the second phase, where eight different types of clickbait are classified using the 

Biterm BTM, including Reasoning, Number, Reaction, Revealing, Shocking/Unbelievable, 

Hypothesis/Guess, Questionable, and Forward-Referencing. Facebook, Twitter, websites, and 

dataset 3 (text and picture data) were among the three datasets that were used to collect data 

from various sources. For Datasets 1, 2, and 3 utilizing GloVe embeddings, the accuracy 

obtained by the hybrid CNNs-LSTMs model is 95.8%, 89.44%, and 94.21%, respectively. 

On the other side, Chawda et al. (2019) mentioned that Region-Based Convolutional 

Neural Networks (RCNNs) are used to improve categorization. They used the left and right 

context capture with RCNNs. They also used the RCNNs model to test LSTMs and GRUs. 

RCNNs captured more context in the system architecture than SVM. Their proposed system 

uses RCNN with GRU and LSTM for clickbait classification. RCNN + GRU with Word2Vec 

provided a remarkable accuracy of 0.9776 for clickbait classification. 

Rajapaksha (2020) discussed the use of a fusion model for clickbait detection. They 

provide a clickbait detection algorithm that incorporates information from several texts (post 

text, news headline, and news item content) to identify the extent to which news material 

contains clickbait. A fusion model that includes elements like sentiment score, similarity 

score, and topical similarity of text is the suggested methodology for recognizing clickbait. 

They made use of an English dataset compiled from Facebook, Fox News, and the BBC. To 

improve classification outcomes, they tested a variety of architectural alterations, including 

training and testing with various layers of CNNs, LSTMs, and a combination of both. The 

three CNN layers combined with a Bidirectional LSTM layer with Word2Vec produced the 

model that performed the best. 
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Zheng et al. (2018) suggested a Clickbait Convolutional Neural Network (CBCCN) that 

considers both the general and unique characteristics of various article genres. The 

preprocessed headlines are used to train the CBCCN and include segmentation, stop word 

filtering, and part-of-speech filtering. Word2Vec models and a CNNs model make up the 

CBCCN model. The input heading is preprocessed as in training on the prediction side. CNN 

interprets the input text from a variety of angles. Each word in the model has two meanings: a 

general meaning and a type-related meaning that may be used for various NLP tasks. CBCCN 

is employed in tasks like computing language similarity, extracting relations and events, 

designating entities, and recognizing word parts. Their suggested model, CBCCN, has an 

accuracy of 80%. The maximum headline length is one CBCCN restriction, which might 

result in information loss in lengthy headlines. A pre-trained Word2Vec model that might help 

CBCCN better comprehend word meanings is not present. 

In addition to CNNs, Shaikh and Annappanavar (2020) applied a CNN algorithm to offer a 

technique to identify clickbait on online social media. The tactic used is highly focused on 

textual elements. Word2Vec transforms the data. The results have a high accuracy of 82%, 

outperforming other ML techniques. The Random Forest was used for comparative analysis. 

Arabic clickbait headline detection is a topic on which little study has been done. Al-Sarem 

et al. (2021) constructed the first Arabic dataset of clickbait headline news to more accurately 

identify clickbait news on social networks, and it also provided a multi-feature-based 

approach. The three main parts of the proposed approach are data collection, data preparation, 

and phases of ML model training and testing. After pre-processing, the dataset that was 

gathered contained 54,893 Arabic news articles. Of these, 23,981 had headlines that were 

clickbait. The most important features of this preprocessed dataset were selected using the 

ANOVA F-test. Then, several ML methods were combined with methods for hyper-parameter 

tuning to ensure that the best settings were found. Once the ML models had been evaluated, 

the results showed that the Support Vector Machine (SVM) with the top 10% of ANOVA F-

test features (User-based Features [UFs] and Content-based Features [CFs]) had the highest 

accuracy, with a score of 92.16%. 

In addition, ML models were used for an Arabic news dataset by Bsoul et al. (2022). With 

the help of ML models, this dataset aims to automatically categorize news headlines as 

"Clickbait" or "Not Clickbait." In total, 3,235 records were acquired, of which 2,652 news 

reports were deemed to be "Not Clickbait" and 583 to be "Clickbait." The dataset's 

distribution of classes was unbalanced, with a 1:4 ratio between "Clickbait" and "Not 

Clickbait." The evaluation was therefore conducted on the original dataset, oversampled 

dataset, and undersampled dataset to obtain the final dataset required for this study. The use of 

seven distinct ML models was applied to the three training datasets. By performing a 10-fold 

cross-validation on the training dataset, model hyperparameters were adjusted. The test 

dataset findings used to evaluate these models produced a Macro F1-Score of approximately 
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0.81 for the examined feature combinations, effectively proving the dataset's usefulness. The 

F1-Score value did not increase as a result of the resampling, according to the findings. 

Methodology  

Figure 2  illustrates the general methodology for detecting Clickbait using CNN with different 

optimizers, using Mushakkal's framework for detection. Throughout this section, we review 

each step in detail and provide examples of both anticipated results and justifications. 

 

Figure 2. Our proposed Mushakkal Detection Framework 

Dataset  

Collecting data to train the deep learning (DL) models is the first step in the pipeline for DL 

models. Training data determines how accurately DL systems can predict the future. The 

dataset collected by Al-Sarem et al. (2021) is the dataset we're going to utilize because, as far 

as we know, no other dataset for Arabic clickbait is readily available. This dataset contains 

10,564 rows in Arabic that were obtained from Twitter; 7,735 of those rows were classified as 

non-clickbait, while 2,829 were classified as clickbait, making up an unbalanced dataset. The 

dataset is composed of five columns (features), as seen in Figure 3, including URL, article 

URL, content, source, and voting. A description of the characteristics of the dataset can be 

found in Table 1. 
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Figure 3. Sample of Arabic Clickbait Dataset 

Table 1. The Description of the Arabic Clickbait Dataset Features 

Features Description 

URL Tweet link 

Article URL Link to the article to which the Tweet refers 

text Tweet content 

source The source who posted the tweet 

voting Labeled of Tweet” Clickbait or non-Clickbait” 
 

Pre-processing 

Real-world raw data are frequently incoherent, devoid of identifiable patterns or trends, and 

incomplete. They most likely contain numerous errors as well. As a result, they go through 

pre-processing after being gathered to produce a format that is consistent with the DL model. 

Before classification, preprocessing of the data is required. Before using the data, 

Mushakkal's model will clean, normalize, tokenize, and eliminate non-Arabic letters. 

• Cleanup tasks include changing hashtags to words and removing E-mail addresses, URLs, 

mentions, punctuation, repetitive characters, stop words, and emojis. 

• Normalizing entails changing the hamaza to near letters, deleting diacritics and tatweel 

characters. 

• Removing any non-Arabic characters, including numbers. 

• Tokenization entails disassembling the sentence into tokens, which are groups of words. 

Because Mushakkal values the Arabic language, it is crucial that libraries with expertise in 

Arabic natural language processing are used throughout the pre-processing of Arabic data. 

Therefore, Mushakkal made use of the Pyarabic library (Zerrouki, n.d.) and the Ruqia library 

(Safi, n.d.) in the pre-processing step. 

Word Embedding 

Word embedding refers to methods for mapping words or phrases to vectors of real numbers. 

Using word embedding methods, words are represented as continuous vectors in a small-

dimensional space. The most well-liked technique for teaching word embeddings to an 

external feed-forward neural network is probably the word2vec technology. For Mushakkal's 
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model, we employed the Skip-gram word embedding technique from AraVec (Bakrianoo, 

n.d.), an open-source Arabic word2vec project. 

CNN Model 

Due to the processing of text data, CNN is used in a single dimension. The model is given 

non-linearity by using a variety of layers and activation functions (Ahmed et al., 2023). The 

CNN model that Mushakkal developed has several layers, including the Fully Connected 

layer, the GlobalMaxPooling layer, the Embedding layer, and the Convolutional layer with 

128 filter sizes and 5 window sizes. Additionally, a Dropout layer with a probability of 0.1 

and the activation function for Rectified Linear Units (ReLU) is applied. Because Mushakkal 

is attempting to categorize input into binary classes, the Sigmoid activation function is 

utilized for the final layer, which is the output layer. 

Hyperparameters and Training 

By varying the model parameters, it is possible to change the results significantly. 

Consequently, Mushakkal tested CNN by using a variety of optimizers and a variety of 

parameters, as illustrated in Figure 4. The parameters used were three different optimizers 

with different batch sizes (32,512) to find the optimal model for Mushakkal. Additionally, 

Mushakkal will experiment with and without these parameters with Word2vec (W2V) and 

pre-processing (PP) using 500 Epochs. Using random splitting, Mushakkal will divide the 

dataset into 20% for test data and 80% for training data. In addition, we will use binary-cross 

entropy as a loss function for binary classification.  

 

 

Figure 4. Training Parameters and Hyperparameters to Optimize Mushakkal's Model 

 



Mushakkal: Detecting Arabic Clickbait Using CNN…/ Razan Alhanaya 72 

 

https://jitm.ut.ac.ir/ 

Optimizers 

According to our knowledge, the Adam optimizer is the leader in text classification problems, 

but as mentioned by Alsaleh and Larabi-Marie-Sainte (2021), RMSprop outperforms Adam 

and Adadelta in Arabic text classification. Therefore, in our proposal, Mushakkal's CNN 

model with each type of optimizer will be tested using the different parameters that we 

mentioned above. Based on Ruder (2020), Table 2 is a simplified definition of the optimizers 

we use in this proposal. 

Table 2. Description of Optimizers used in Mushakkal Methodology 

Optimizer Description 

RMSprop 
Is a gradient-based optimization technique used in training neural networks? It uses an 

adaptive learning rate instead of treating the learning rate as a hyperparameter. 

Adam 
Is a first-order-gradient-based algorithm of stochastic objective functions, based on 

adaptive estimates of lower-order moments? 

Adadelta 

Is a stochastic gradient descent method that is based on adaptive learning rate per 

dimension to address the continual decay of learning rates throughout training and the need 

for a manually selected global learning rate 
 

Evaluation 

Performance metrics are employed to evaluate the efficacy or quality of the model. These 

performance indicators let us understand how well the CNN model processed the given data. 

Performance indicators help assess how well a DL model generalizes on fresh or unstudied 

data. In our suggested model, we will evaluate the performance of our selected set of 

techniques using measures including accuracy, precision, recall, and macro F1-score. It's vital 

to consider the concept of the confusion matrix to comprehend the necessity of employing the 

performance measurements used for this study. A confusion matrix for a prediction task lists 

instances of both correct and wrong predictions. Based on Luque et al. (2019), Figure 5 

visually depicts a confusion matrix. 

 

Figure 5. Confusion Matrix for Mushakkal 

True Positives (TP): The cases in which the model predicted Clickbait and the actual output 

was also Clickbait. 
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True Negatives (TN): The cases in which the model predicted non-Clickbait and the actual 

output was non-Clickbait. 

False Positives (FP): The cases in which the model predicted Clickbait and the actual output 

was non-Clickbait. 

False Negatives (FN): The cases in which the model predicted non-clickbait and the actual 

output was Clickbait. 

The metrics that we will use to evaluate the model are shown in Table 3 based on Czakon 

(2023) and Allwright (2023). 

Table 3. Evaluation Metrics Used in Mushakkal 

Metric Formula Definition 

Accuracy 𝐸𝑞. (1)  =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

The formula used to determine the percentage of all 

accurate predictions. 

Recall 𝐸𝑞. (2)   =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The formula used to determine the percentage of 

true positive predictions among all possible positive 

predictions a model may have made. 

Precision 𝐸𝑞. (3)   =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑝
 

The formula used to determine the proportion of 

accurately predicted actual cases to all positively 

predicted instances. 

Macro-f 𝐸𝑞. (4)   =  
𝑠𝑢𝑚(𝑓1 𝑠𝑐𝑜𝑟𝑒𝑠)

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑒𝑠
 

The formula used calculates the arithmetic mean of 

the individual class-related f1 score. 
 

Clickbait or Non-Clickbait 

After applying the CNN model to the processed data, extracting characteristics and evaluating 

the results of the Mushakkal model. In this phase, the model will determine whether the 

headline is Clickbait or non-clickbait according to the final result. 

Results  

The outcomes of CNN experiments employing optimizers with various parameter settings are 

displayed in Table 4. Mushakkal will utilize Macro-f as a fair comparison between the results 

because the dataset we used was uneven. The results from Table 3 were used to create Figure 

6 in order to determine the best CNN model by choosing the suitable optimizer and the proper 

parameters to attain a high Macro-f value. 
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Figure 6. Mushakkal Results and Findings with Optimizers Performance in CNN Model 

Table 4. CNN results with different optimizers 

Optimizer Type 
Batch 

Size 
Scale With PP Without PP W2V With PP W2V Without PP 

RMSprop 

 

32 

Accuracy 

Recall 

Precision 

Macro-F 

0.79 

0.83 

0.89 

0.74 

0.77 

0.79 

0.89 

0.73 

0.83 

0.93 

0.85 

0.76 

0.8 

0.92 

0.83 

0.73 

 

512 

Accuracy 

Recall 

Precision 

Macro-F 

0.8 

0.87 

0.86 

0.73 

0.81 

0.89 

0.86 

0.74 

0.82 

0.92 

0.85 

0.76 

0.81 

0.89 

0.85 

0.75 

Adam 

 

32 

Accuracy 

Recall 

Precision 

Macro-F 

0.79 

0.85 

0.87 

0.72 

0.8 

0.84 

0.88 

0.75 

0.83 

0.92 

0.85 

0.77 

0.81 

0.91 

0.83 

0.73 

 

512 

Accuracy 

Recall 

Precision 

Macro-F 

0.8 

0.87 

0.86 

0.73 

0.8 

0.89 

0.85 

0.73 

0.82 

0.9 

0.86 

0.77 

0.81 

0.91 

0.84 

0.74 

Adadelta 

 

32 

Accuracy 

Recall 

Precision 

Macro-F 

0.8 

0.99 

0.79 

0.62 

0.79 

0.99 

0.78 

0.62 

0.82 

0.94 

0.84 

0.75 

0.82 

0.94 

0.83 

0.74 

 

512 

Accuracy 

Recall 

Precision 

Macro-F 

0.75 

1 

0.75 

0.43 

0.74 1 

0.74 

0.42 

0.78 

0.99 

0.77 

0.61 

0.78 

0.99 

0.77 

0.61 

 

As we can see, Adam optimizer received the highest value of Macro-F equal to 0.77 by 

using Word2vec with pre-processing in both batch sizes 32 and 512. The performance of the 

model during training using 32 batch size and 512 batch size are illustrated in Figure 7 and 

Figure 8, respectively. 
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Figure 7. CNN Performance During Training Using Adam Optimizer with Batch 32, (a) 

Confusion matrix (b) The training and validation accuracy during training (c) The training and 

validation loss during training 

According to the Mushakkal model's confusion matrix, which shows the proportion of 

correct and incorrect classifications, as shown in the first section of Figure 8, 1745 out of 

2113 observations were properly predicted by the model.  The validation accuracy of the 

model during training ranges between 0.77 and 0.83, as seen in the second section of the same 

figure. The model's validation loss throughout training is shown in the third section. As 

shown, the validation loss value initially started at 0.5, declined to 0.4 in the first epochs, and 

then started to move up. 

 

Figure 8. CNN Performance During Training Using Adam Optimizer with Batch 512, (a) 

Confusion matrix (b) The training and validation accuracy during training (c) The training and 

validation loss during training 

Figure 8 displays the CNN performance when the training period's batch size 512 was used 

with the Adam optimizer.  Furthermore, we note that the model findings were very similar to 

the model when a batch size of 32 was applied. 
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Conclusion 

In the Mushakkal proposal, we conducted several experiments on the Arabic clickbait dataset 

using the CNN model. Using various optimizers (RMSprop, Adam, Adadelta) and various 

parameter settings (different batch sizes, with pre-processing, without pre-processing, 

word2vec with pre-processing, and word2vec without pre-processing), trials were carried out 

to determine the best model for CNN to categorize Arabic texts. The CNN model showed its 

best results when applying both pre-processing and Word2vec. The optimizer Adam also 

outperformed the rest of the optimizers, obtaining a Macro-F value equal to 77%. In second 

place comes the optimized RMSprop, which obtained a Macro-F value of 76%. Adadelta was 

the worst optimizer in Arabic text classification. Future work will involve creating a hybrid 

model and training it on the Arabic clickbait dataset using the settings that produce the best 

results. 
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